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Abstract:
This research analysed the psychometric properties of the Assessment Practices Inventory Modified (APIM) using structural equation modelling. The APIM scale was distributed to a sample of 350 academic staff selected from both private and public universities in Uganda. A purely quantitative approach with a stratified random sampling technique to select the participants was adopted for this study. The objective of this study was to; test the psychometric properties of the APIM scale. The results of the psychometric properties revealed that the APIM scale is an adequate instrument in measuring assessment practices among university academic staff. The hypothesised model was found to be adequate in explaining assessment practices among academic staff in universities; \( \chi^2 = 902.619, \chi^2/df = 1.842, df = 490, p = .000, CFI = .906, \text{RMSEA} = .052, \) and \( \text{SRMR} = .050 \). The findings revealed that the APIM hypothesised model was fit and adequate to explain the factors assessment practices of staff in higher education institutions. This has led to a recommendation that formal assessment training programmes should be made mandatory to all academic staff in universities in Uganda to understand assessment design, administration, interpretation and application.
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1. Introduction

Assessment is derived from a Latin word ‘assidere’ meaning to sit beside, or by someone (Fatmawati, 2011; MOE, 2010; Orzolek, 2006; NCCA, 2005; Weddel & Van Duzer, 1997).
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This means that during the assessment process a teacher and students get into an interaction to accomplish the learning goals (Alkharusi, 2011; Gronlund, 2006; Orzolek, 2006; Weddel & Van Duzer, 1997; Satterly, 1989). Assessment is a fundamental institutional structure that offers students’ academic justice by either locking or unlocking their academic potentials (MOE, 2010; Shohamy, 2004; Arter, 2003; Black & Wiliam, 1998b; Gipps, 1998; Madaus, Raczek, & Clark, 1997). Assessment is a significant component in the teaching and learning structures whose proper integration improves the learning process (Alkharusi, 2012; NCCA, 2005; Benson, 2003; Biggs, 2003; Roeber, 2002), and the effectiveness of teachers’ ways of instruction (Ong, 2010; Orzolek, 2006).

The assessment structures and practices of academic instructors have become an area of research interest to many scholars in recent times (Frazier, 2007; Zhang & Burry-Stock, 2003), with its studies taking a central position in the activities of learning and teaching (McMillan, 2003). Assessment structures and practices are the ways in which academic staff award grades, analyse them, and how they use the assessment results demonstrated by apprentices to enhance the learning process (Ainsworth & Viegut, 2006). Assessment practices to be adequate should be based on an adequate model that can enhance the assessment process uninterruptedly. According to Brown (2003), assessment structures and practices of academic instructors help them to collect, interpret, and apply the information about student learning characteristics. Assessment information helps the academic instructors in student testing, performance analysis, planning, discussion, and improving student learning based on the learning objectives (Ainsworth & Viegut, 2006; Martell & Calderon, 2005; Popper, 2005; Orlich, et al., 2001; Hindi & Miller, 2000).

2. Literature

According to various studies student assessment in higher education institutions has four major components which include; (a) designing of assessments, (b) administration of assessments, (c) interpretation of assessments, and (d) interpretation of assessments.

a. Designing of Assessments

Assessment has a great influence on student learning and if not well designed, it might fail to bring out the positive qualities of a targeted approach during the assessment process (Boud et al., 1999). The design of an assessment reveals what an assessment will achieve. In assessments designed with an aim of improving the learning of the students, they are premeditated to guide students’ concentration on what requires improvement in order to use the feedback (Boud & Associates, 2010). Appropriately designed assessments exploit the methods used in an assessment which can change students’ approaches to learning if projected to the curriculum objectives (Boud & Associates, 2010; Kirkwood & Price, 2008).

The main considerations when designing an assessment include; the choices of assessment, preparing examiners and students, setting standards, how the assessment
will be marked as well as the interpretation of the assessment outcomes (O’Grady, 2006). A well-designed assessment should be able to motivate students to learn, relate to the real-life situation, show whether students have achieved their learning goals, and should affect the students’ acquired skills and competencies (Warren-Piper et al., 1996). At the designing stage of an assessment the focus should be on allowing the students to express what they were taught (O’Grady, 2006; Ebersole, 2009). Designing of assessments should be done in contemplation of how the assessment will be administered, scored, interpreted, and how different stakeholders will use the feedback. It is expected that during the assessment design, there should be increased support from the different academic staff in the subject area (Ebersole, 2009; Gore et al., 2009). Standards of assessment should be met at the assessment designing stage in order to enable the learning objectives of the course to be reflected at the end of the learning session (HEA, 2007).

b. Administration of Assessments

Good administration of assessments in higher education institutions is not just indispensable, but a prerequisite in education assessment (QAAHE, 2007). Through proper administration and management of assessments, higher education institutions become certain of their standards and mechanisms. This helps them to ensure that the standards are followed and unalleviated in the various courses or programmes offered. Administration of assessments in higher education institutions guarantees whether assessment measures and procedures are just, impartial, and reliable to the students (QAAHE, 2007). It has been highlighted that today there is reasonably less deliberation higher education institutions have done which can broaden the practices of efficient administrative approaches used in the assessment of students (Peterson et al., 1999b).

Properly designed assessment should comprise administration that caters for the whole assessment process. The administration should be able create the most favourable environment that would maintain and uphold changes in academic the staff’s assessment practices and measures. This is because it helps to understand that managing assessment practices among the academic staff contributes to students’ progress and performance (QAAHE, 2007). In higher education institutions teams responsible for administrating and managing assessment include; academic staff, course teams, assessment boards and committees, academic managers, and the various teaching-learning staff (QAAHE, 2007). Assessment in learning comprises of several types of assessments which are administered in different ways. The major types of assessments comprise of assessment of learning which summarises a learning session and assessment for learning which is administered during the learning progress. Assessment of learning is known for the function of grading or categorising and giving feedback about student learning at the end of a study programme, or, course unit with conventional measures. Assessment for learning is used in between the course or study unit for the purposes of helping students to improve their learning, provide effective feedback, and to fully help in understanding student learning (QAAHE, 2007; Elwood & Klenowski, 2002). There should always be equilibrium in
between assessment for and assessment of learning (QAAHE, 2007). With proper administration and management of assessment, assessment for learning should be inclined in the direction of assessment of learning in the assessment process (Gibbs, 2006; Black & Wiliam, 2003; Gardner, 1999; Harlen & James, 1997).

Assessment for learning is a crucial stage in the assessment process and in the pursuit for high quality performance standards which students are expected to attain in an assessment (Black & Wiliam, 1998a). Quality assurance measures encourage a chain of procedures during the assessment administration process; to either attain maximum results from assessment for learning, or, assessment of learning. It has been noted that formalisation of assessments into a progression may obscure learners’ uneasiness, restrain their expression of the uneasiness, and can generate distressing situations in their studies (Crook, Gross, & Dymott, 2006). In regard to administration of assessments five elements of administrative support for assessment are identified in literature. The literature highlights institutional support strategies, assessment leadership patterns, and assessment policies and practices that have an influence on the assessment. Literature also mentions that assessment culture in institutions and evaluation of the student assessment process are part of assessment administration (Peterson et al., 1999a). It has been articulated that generally the rationale, composition, and function of student assessment endeavours in form of institutional support are vital in the administration of assessments in higher education institutions (Peterson et al., 1999a). These are planned alternatives which characterise an institution’s involvement in the establishment of a robust link between its exterior and interior assessment atmospheres (Peterson et al., 1986). The overall purpose includes the reflection of the institutions’ efforts in laying a robust link connecting its exterior (outside) and interior (inside) assessment atmospheres (Peterson et al., 1986). These can also be referred to as both the external and internal assessment support strategy forces reflective of the student assessment.

c. Interpretation of Assessments
After an assessment has been administered to the students, the next step is the interpretation of the assessments. The interpretation of assessment has three levels; namely (a) scoring, (b) grading, (c) and analysing of the results.

A. Scoring Assessments
In scoring assessments, there is need to know the intended learning outcomes and criteria for assessment by the assessors (QAHE, 2006). In higher education institutions where good assessment practices prevail, assessment administrators should develop policies and procedures on scoring and moderation of the assessments. According to QAHE (2006) during the scoring exercise of an assessment there should be rules governing the marking exercise. Such policies/ rules can be at the departmental level, faculty level, or for the entire university. Before and during the scoring process of an assessment, students to undertake the assessment and assessors should all know the assessment methods and guidelines that are being used to evaluate each of the assessment tasks (QAHE, 2006). The use of clear assessment tools such as marking schemes should be a key factor in
ensuring that scoring assessments is consistent and fair as possible (QAHE, 2006; Quality Matters, 2006).

During the scoring process, students should be marked anonymously. Also, if the relevant expertise is available, the assessment should be marked by someone else other than the lecturer who taught the course (QAHE, 2006). As a good procedure of scoring an assessment, all candidates should be marked on one task at a time. In scoring assessments, there should be a group of examiners to mark the work for all students, and should be able to adopt a blind double marking standard for all the assessments. The use of marking trends to facilitate comparisons and evidence on standards of the assessment should also be clearly outlined (QAHE, 2006). When the academic staff are scoring assessments, flexibility at subject level may be appropriate because different courses in a university might call for different marking methods (QAHE, 2006; Ebersole, 2009). To promote fairness and flexibility in scoring assessments in different departments, faculties can be allowed to decide on the carry mark for their course programmes, but, should be within the institutions’ examinations rules and regulations (QAHE, 2006).

B. Grading Assessments

Grading of assessments is a determining step in the process of assessing students’ learning and determining what they have learnt (Dunca & Noonan, 2007). After scoring an assessment grading of the assessments should follow. A grade is referred to as a single number or letter which carries several functions in indicating what the students learnt. Grades are instructors’ measure of what students learnt and hold students accountable for their learning (O’Connor, 2009). Grades awarded to the students after an assessment should be able to help them understand learning, track their adeptness in learning, and should avail information on the advancement in their learning towards the targeted academic goal (O’Connor, 2009). As far as assessments are concerned marks awarded are an arbitrary measure of what students have learnt and not what they have not learnt (QAHE, 2006). Assessment grades should reflect what the students learnt, and they should also have an accurate and fair representation of the actual students’ achievements in that course (Luth, 2010). To make decisions on the final grades awarded to students in an assessment it should not be a one man’s event, but, a group discussion of the academic staff; both those who marked and those who did not mark the assessments (QAHE, 2006; Ebersole, 2009). At the same time this can be for comparison purposes with the same subjects or other subjects that have been marked at that level or across levels.

During the grading process, the grading practices should be quite variable, ranging from pass-fail or, norm-referenced to criterion-based systems (Luth, 2010). Norm-referenced grading is when students are graded on a curve randomly or by chance with the dimensions of a normal distribution (Luth, 2010). According to Luth (2010) if the teaching instructions are effective the distribution of students’ achievement should not be on a normal curve. This means that if the students’ achievements approximate normal distributions we may conclude that our educational efforts were just average, that is, as some students would pass while others fail. Grading on the curve would not be appropriate in a normal learning situation because education has a purpose, and all
students should learn what they have been taught which should be reflected in the grades they attain in an assessment (Guskey & Bailey, 2001; Bloom et al., 1981). According to O’Connor (2009) awarding of grades should reflect what students have attained academically with their behaviour assessed separately. Using grades as punishment to students because of their prior awful behaviours is a bad assessment practice which can discourage students from studies. This is because students can develop perceptions that they are perpetual low achievers (O’Connor, 2009).

One of the persistent debates in higher education teaching today is whether to grade “on the curve” which is known as norm-referenced grading or grade against a supreme or set standard which is referred to as criterion-referenced grading. Luth (2010) highlighted that grading on the curve is educationally dysfunctional in higher education institutions. According to different studies, it has been revealed that grading and grades in higher education institutions should be according to the students’ understanding and based on a particular standard than on relative standing of the class (McKeachie & Svinicki, 2006; Luth, 2010). Using norm-referenced assessment or grading on the curve just makes students to struggle amongst themselves for high marks or positions, but, not for the sake of learning (Luth, 2010). In higher education institutions the greatest benefit of criterion-referenced assessment is that it assesses students according to their competencies. The grading or schemes of criterion-referenced assessment compel course instructors to make their assessment standards explicit before the assessment (Knight, 2004). In cases where students are assigned grades, they are assigned to them on the basis of performance standards they could have achieved on the given criteria (Connoley, 2004). Thus, student performance is compared to previously specified criteria to the assessment and not to a relative norm or other fellow students. Using criterion-referenced assessment lecturers and students can locate where students are succeeding in their learning and where they failing as well.

C. Analysing Assessment Results
Different studies suggest that before academic instructors analyse or use information obtained from assessments, they should have the requisite of assessment competencies (Paris & Hoffman, 2004; Earl, 2003; Partridge et al., 2003; Black & Wiliam, 1998b). Such competencies can be acquired through short trainings, experience, professional development courses among others (Black & Wiliam, 1998a; Paris & Hoffman, 2004). Students and academic staff should be aware of the methods which would be used to interpret the results before the assessment exercise. Students and academic staff should know how the assessment results would affect the students’ progression within a given study programme and their efforts in the learning outcomes (Black & Wiliam, 1998b). At the beginning of a given course the pass mark should be mentioned and explained to students, and they should understand the significance of each mark in their effort to complete a given course (QAHE, 2006). The interpretation of marks needs to be fair and known to students and academic staff. The pass marks in courses need to have been evaluated prior to the assessments by the institutions to establish whether they qualify to
decide whether students would pass or fail, or to have attained the minimum knowledge required for that particular course (QAHE, 2006).

4. Application of Assessment Results

Results from an assessment cannot be relevant unless they are applied for the reason an assessment was undertaken. According to Peterson et al. (1999a) results from assessments in education institutions are utilised in the following ways. Assessment results can be used for educational decisions making, teaching/learning improvement, and policy design. When the results of an assessment are applied or used, they should revise educational goals, design academic programmes, and reorganise educational programmes and departments (Peterson et al., 1999b). Assessment results can also be used to assist in modifying academic staff’s assessment practices, assessment rules and regulations, improve on the education curriculum, increase field learning improve teaching methods, and to improve on other educational services and many more (Peterson et al., 1999b). Assessment results can be a condition of determining faculty promotion and faculty awards to university academic staff. Assessment results can also be used to find out whether the faculties have an impact on students’ learning. The faculties’ impact on students’ learning can be through knowing whether results from assessments have stimulated campus discussions among students, contributed to faculty’s goals, and have substance on the methods of instruction used in the learning process (Peterson et al., 1999b).

4.1 Objective of the Study

The objective of the study was;

- To test the psychometric properties of the Assessment Practices Inventory Modified (APIM) scale.

4.2 Research Hypothesis

- The hypothesised model does not explain the factors influencing assessment practices among academic staff in universities in Uganda.

5. Methods

5.1 Population, Sample and Sample Selection

The ideal population of the study comprised of all universities in Uganda and their academic staff. The universities in Uganda are clustered into public and private universities, which have academic staff at different academic levels (teaching assistants, assistant lecturers, lecturers, associate professors, and professors). The sample for this study was selected from 3 public and 2 private universities were randomly selected in Uganda. Simple random sampling was used to select the universities from their clusters on the basis of either being public or privately funded, or owned. Stratified sampling
method was used to select participants from their strata which were which were designed in accordance to their specialisations and academic levels in their respective universities. The Assessment Practices Inventory Modified (APIM) was distributed to 310 academic staff in different academic levels and specialisations of the different universities in Uganda. Out of the 310 questionnaires distributed, 299 questionnaires were returned by the participants from whom 287 questionnaires were used for data analysis. 287 questionnaires were used for data analysis because they were fully filled by the respondents.

5.2 Instrumentation

The Assessment Practices Inventory Modified (APIM) scale which was tested for adequacy and also used as an instrument of data collection for this study is based primarily on Assessment Practices Inventory Revised (APIr) scale which was developed by Burry-Stock & Frazier (2008). In the APIM scale some of the items were adopted entirely, others were adapted to suit the purpose of the study, while several other items were adopted from the original Assessment Practices Inventory (API) developed by Zhang and Burry-Sock (1994) and from the Inventory of Institutional Support for Student Assessment by Peterson (1997). The Burry-Stock & Frazier (2008) APIr scale was adopted because it was the most appropriate and most recently developed assessment practices inventory which was used to collect information on teachers’ perceived application of assessment practices.

The APIr which was an adopted instrument in this study originates from the API designed by Zhang and Burry-Stock (1994). The API scale was revised twice by Zhang and Burry-Stock in 1995 and 2003. The API was also revised by Burry-Stock & Frazier in 2008. The original API by Zhang & Burry-Stock (1994 - 2003) was made up of 67 items. This was developed based on the “Standard Teacher Competence in Education Assessment of Students (1990)” which outlined seven key assessment practices used in student assessment (Frazier, 2007). The seven practices included;

1) Teachers should be skilled in choosing assessment methods appropriate for instructional decisions.
2) Teachers should be skilled in developing assessment methods appropriate for instructional decisions.
3) Teachers should be skilled in administering, scoring, and interpreting the results of test set externally and those tests a teacher sets him/ herself.
4) Teachers ought to have the expertise of interpreting results of assessment in the learning decision making considering students individually, in the preparation of teaching, during the curriculum developing exercise, and in the improving of all school activities.
5) Teachers must have the skills in building suitable grading system for the students which is largely based on how the students perform.
6) Teachers should have adequate skills in reporting or giving feedback of what has been observed in an assessment to the different education stakeholders such as the students themselves, caretakers (parents), other teachers and society.

7) Teacher in the assessment process ought to have skills in scrutinising unscrupulous, dishonest, and unsuitable methods of assessment and application of the information generated from an assessment (Frazier, 2007; American Federation of Teacher et al., 1990).

When the original API was used to collect data, which was analysed on factor analysis a set of seven skills on how teachers perceived their practices and abilities in using assessments were generated. The seven assessment practices generated accounted for 61.87% variability in the assessment practices model. Among the seven new practices which were generated, five practices were similar to the assessment practices in the “Standard Teacher Competence in Education Assessment of Students (1990)”, while also two new practices were generated; (a) using paper-pencil tests and (b) non-achievement-based grading. The seven practices generated using the original API included:

1) Using paper-pencil tests.
2) Standardised testing, test revision and instructional improvement.
3) Using performance assessment.
4) Communicating assessment results.
5) Non-achievement-based grading.
6) Grading and test validity.

The API scale was revised by Burry-Stock and Frazier (2008) to come up with the Assessment Practice Inventory Revised (APIr) scale. The APIr scale was used to collect data which was again analysed using factor analysis. This study generated six assessment practices instead of the seven practices which were generated using the API scale. The practices generated from the data collected by the APIr accounted for 61.91% variability in the assessment practices among teacher secondary school (Burry-Stock and Frazier, 2008). In the six generated practices, four practices were similar to the practices generated using the API scale, while the other two practices were newly generated; (a) externally required assessment skills and (b) student-oriented grading. The assessment practices generated using the APIr scale included:

1) Teachers’ Assessment Development and Application (TADA);
2) Formative Assessment (FA);
3) Teacher Oriented Grading Related Activities (TOGRA);
4) Externally Required Assessment Skill (ERAS);
5) Student Oriented Grading Related Activities (SOGRA);
6) Ethics (ETHICS).

The APIM which was an instrument used for data collection in this research consisted of 50 statements which described design, administration, interpretation, and application of assessment practices among academic staff in Ugandan universities. The items of the APIM were on a five point Likert-scale, rated from not at all skilled to highly skilled.
skilled (1 = Not at all skilled, 2 = A little skilled, 3 = Some-what skilled, 4 =Skilled, and 5 = Highly skilled). This is similar to the five-point rating likert-scale that was adopted in the APIr. The APIM questionnaire comprised of two sections. Section I asked for demographic information from the academic staff such as academic levels, types of universities, specialisations, and assessment courses attended among others. Section II of the APIM questionnaire comprised of 50 items on a scale to which participants in the study rated their abilities in designing, administering, interpreting, and applying assessment results in a learning situation.

The APIM scale adopted thirty-eight (38) items entirely from the APIr scale without modification. 12 items from the APIr were either modified (re-phrased), or dropped from the APIM scale based on the results of the pilot study which examined their suitability for use in this study. Five (5) of the affected items (Items 3, 6, 10, 17, and 27) were modified by rephrasing them to suit the context of this study, which is the university assessment. The other seven (7) items were dropped from the APIM scale due to similarity to other items, or, not being applicable in assessment at the university level. Out of the seven (7) items dropped from the APIM scale, three (3) items (Items 5, 25, and 26) were replaced with items from the Zhang and Burry-Stock (1994) original API scale, while the other four (4) items (Items 2, 31, 42, and 44) were replaced with the items from Institutional Support for Student Assessment (Peterson et al., 1999a) as in Table 1.

Table 1: Original, Modified and Replaced Items in the APIM

<table>
<thead>
<tr>
<th>Rephrased Items</th>
<th>Original Items</th>
<th>Rephrased/ Modified Items</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q3</td>
<td>Constructing rubrics to grade performance assessment (i.e speeches, pictures, projects, etc.)</td>
<td>Considering rubrics when marking/ grading students in an assessment.</td>
<td>Modified</td>
</tr>
<tr>
<td>Q6</td>
<td>Aligning my instructional objectives to required standards (such as state, district, and testing objectives) simultaneously</td>
<td>Aligning tests to university assessment standards.</td>
<td>Modified</td>
</tr>
<tr>
<td>Q10</td>
<td>Using assessment results when developing lesson plans.</td>
<td>Using previous assessment results to improve course outlines.</td>
<td>Modified</td>
</tr>
<tr>
<td>Q17</td>
<td>Inviting students to participate in assessment development</td>
<td>Invoking students in assessment design and development.</td>
<td>Modified</td>
</tr>
<tr>
<td>Q27</td>
<td>Incorporating effort into the final achievement grades</td>
<td>Incorporating effort into students’ final achievement grades.</td>
<td>Modified</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Removed Items</th>
<th>Original Items</th>
<th>Replaced Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5</td>
<td>Using assessments to provide my students with ungraded feedback</td>
<td>Protecting students’ confidentiality with regard to test scores or grades.</td>
</tr>
</tbody>
</table>
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5.3 Testing the Hypothesized Model
Testing the hypothesised model was done using the Structural Equation Modelling (SEM). Structural equation modelling helps to account for measurement errors, and also to confirm or disconfirm a model (Schumacker & Lomax, 2004). This study extended the original assessment practices model of student assessment to include administration as another variable in explaining university academic staff assessment practices. Confirmatory Factor Analysis (CFA) was used to validate the hypothesised model of assessment practices. This was done by specifying the model and testing for the measurement model adequacy. In testing the measurement model, the constructs of the instrument were validated in order to verify the factor structure of the hypothesised measurement model and also, its adequacy (Byrne, 2010).

The first order factor measurement model was tested for the construct validity of the model. Using the CFA measurement model, the factorial validity of assessment practices among university academic staff was confirmed. This also availed the scores to measure the instrument’s appropriateness in measuring assessment practices among university academic staff. Then, a second order factor CFA model was used to test for the significance and practical importance of the individual constructs (design, administration, interpretation and application) onto the academic staff’s assessment practices. AMOS version 18 was used to compute and test the hypothesised model.

5.4 Testing the Adequacy of the Measurement Model
A measurement model was first constructed and tested to determine whether the coefficients of the variables were significant. In interpreting results of a model, a good model would have Chi-Square ($\chi^2$) nearer to zero (0), $p$-value less than .05, CFI greater than .90, RMSEA below .080 (Byrne, 2006), and SRMR below .060 (Brown, 2011). In a total
analysis of an adequate model, the Chi-Square ($\chi^2$) values, $p$-values, Root Mean Square Error of Approximation (RMSEA), and Standard Root Mean Squared Residual (SRMR) were all looked at to determine whether the model fit the data. The results of all the fit indices ($\chi^2$, $p$-value, CFI, RMSEA, and SRMR) would be within the required range in order to pronounce that the model had achieved fit to test the assessment practices among academic staff in Ugandan universities.

6. Results

The demographic characteristics of the participants included gender, class size, academic qualification, and formal training in assessment which were generated from the data are as follows. In terms of gender, 208(64.8%) of the participants were males while 113(35.2%) were females (Table 2). As regards to formal training in assessment, only 99(30.8%) of the academic staff had undertaken a formal course in assessment while 222(69.2%) of the academic staff had never taken any course in assessment. For the highest academic qualification attained by the academic staff, 29(9.0%) had bachelor degrees, 16(5.0%) had postgraduate diplomas, 194(60.4%) had master’s degree while 82(25.6%) had doctorates as their highest qualifications. On the class size assessed by academic staff, 134(41.7%) assessed small classes while 187(58.3%) assessed large classes.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>208</td>
<td>64.8</td>
</tr>
<tr>
<td>Female</td>
<td>113</td>
<td>35.2</td>
</tr>
<tr>
<td>Assessment course taken</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>99</td>
<td>30.8</td>
</tr>
<tr>
<td>No</td>
<td>222</td>
<td>69.2</td>
</tr>
<tr>
<td>Highest academic qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s Degree</td>
<td>29</td>
<td>9.0</td>
</tr>
<tr>
<td>Post Graduate Diploma</td>
<td>16</td>
<td>5.0</td>
</tr>
<tr>
<td>Master’s Degree</td>
<td>194</td>
<td>60.4</td>
</tr>
<tr>
<td>Doctorate (PhD)</td>
<td>82</td>
<td>25.6</td>
</tr>
<tr>
<td>Class size assessed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td>134</td>
<td>41.7</td>
</tr>
<tr>
<td>Large</td>
<td>187</td>
<td>58.3</td>
</tr>
</tbody>
</table>

6.1 Factor Analysis

After factor analysing most of the items loaded onto their factors (four factors) as hypothesised which make up assessment practices among the academic staff (Table 3). Again, the results generated for the reliability test and factor analysis provided acceptable confidence in the hypothesised factors which make up assessment practices in order to be analysed using structural equation modelling. The four hypothesised factors included; design, administration, interpretation, and application of assessment results. According
to Table 3, 14 out of the 15 items loaded onto factor one (design) as they had been hypothesised with 1 item (Q3) shifting to factor 2 (interpretation). Factor two (interpretation) reserved most of its items confirming that they are contributors to academic staff’s skills of assessment interpretation. Factor 2 (interpretation) lost one of its hypothesised items (Q50) to factor 3 (application).

Factor 3 (application) had been hypothesised to have 9 items that make up the academic staff’s assessment practices sub-scale of application. All the hypothesised items loaded onto factor (factor 3) with two more items; one item from factor 2 (Q50) and another item from factor 4 (Q40). Factor 4 (administration) had most of its items maintained as hypothesised though it lost one item (Q40) to factor 3. Although items Q28 was dropped during the validation of the scale using Rasch measurement analysis in research question one because of its poor fit statistics, it was included in the structural equation modelling for cross validation.

| Table 3: Principal Component Matrix with Varimax Rotation |
|-------------------|-------------------|-------------------|-------------------|-------------------|
|                  | Design            | Interpretation    | Application        | Administration    |
| Q20               | .762              | .132              | .030              | .097              |
| Q34               | .755              | .023              | .071              | -.002             |
| Q32               | .753              | .098              | .082              | .045              |
| Q6                | .750              | .073              | .196              | .081              |
| Q7                | .740              | .139              | .153              | .142              |
| Q38               | .727              | .102              | .089              | .088              |
| Q35               | .725              | .077              | .165              | .097              |
| Q37               | .719              | .080              | .080              | .093              |
| Q36               | .708              | .130              | .131              | .064              |
| Q33               | .674              | -.027             | .041              | -.025             |
| Q24               | .631              | .135              | .095              | .196              |
| Q29               | .614              | -.014             | .084              | .042              |
| Q17               | .576              | .289              | .001              | .124              |
| Q23               | .459              | .202              | .052              | .062              |
| Q43               | .014              | .766              | .151              | .140              |
| Q21               | .127              | .744              | .059              | .088              |
| Q26               | .045              | .743              | .081              | .120              |
| Q47               | .134              | .738              | .035              | .001              |
| Q27               | .140              | .712              | .053              | .133              |
| Q5                | .098              | .700              | .185              | .145              |
| Q45               | .082              | .689              | .070              | .155              |
| Q13               | .093              | .648              | .197              | .085              |
| Q16               | -.004             | .607              | .093              | .091              |
| Q46               | .142              | .590              | .189              | .126              |
| Q3                | .130              | .432              | .185              | .151              |
| Q2                | .114              | .192              | .026              | -.029             |
| Q8                | .089              | .072              | .759              | .176              |
| Q10               | .165              | .084              | .740              | .140              |
| Q12               | .112              | .090              | .729              | .114              |
| Q4                | .069              | .113              | .704              | .142              |
6.2 Structural Equation Modelling

After factor analysis was conducted to validate how items loaded onto the respective constructs Confirmatory Factor Analysis was undertaken to specify the model, and also to test for the model adequacy (Byrne, 2010; Anderson & Gerbing, 1988). Testing of the hypothesised model was undertaken to test for the fitness and adequacy of the model. Also, it was done to ensure that the factors adequately measured what they were supposed to measure (see Barry & Stewart, 1997). The use of structural equation modelling by the researcher in this study was to validate a single latent construct that would explain university academic staff assessment practices with multiple indicators (see Byrne, 2000, 2006, 2010; Sabatelli & Bartle, 1995).

In this study, a three-stage structural equation modelling was undertaken using AMOS 18 to test the hypotheses. In the preliminary stage, the study specified the model which explained assessment practice among academic staff. Later, the study estimated the measurement model to test for the model fit, and also assessed the model adequacy. In estimating the hypothesised model using covariance matrices, the estimations fulfilled the fundamental statistical distribution theory by giving appropriate approximations for the properties. This was due to the study having adopted a maximum likelihood in estimating the model. After the model had been estimated, the researcher applied different methods to estimate goodness-of-fit of the model. The researcher employed the traditionally used measures to determine what comprised of adequate model, that is; (a) reasonableness of the estimates, (b) consistence of the model that collected data, and (c) the proportions of inconsistency of the dependent variables that were explained by the exogenous variables were also observed.
The study employed a critical ratio (CR) of 1.96 ($p > .05$) and above to be a significant relation between variables. Different statistical test indices were employed to determine the model adequacy; the Comparative Fit Index (CFI), Standardised Root Mean Residual (SRMR), and the Root Mean Square Error of Approximation (RMSEA) as the best fit indices for testing models (Byrne, 2006, 2010; Brown, 2011; Chen et al., 2005). The Chi-Square values were also analysed to assess the level of fit and significance in the model (Marcoulides & Schumacker, 2001). To examine the overall model fit, the Comparative Fit Index (CFI), Standardised Root Mean Residual (SRMR), and the Root Mean Square Error of Approximation (RMSEA) were used to determine the degree of fit between the covariance matrices inferred by the model (Kline, 1998). According to model testing, a satisfactory model fit should indicate a CFI equal or greater than .900 (Byrne, 2006; Kline, 2010; Bentler, 1992), SRMR equal or less than .060 (Brown, 2011), and RMSEA values equal or less than .080 (Byrne, 2010) to signify that the model is adequately parsimonious (Byrne, 2010; James et al., 1982). To choose these goodness-of-fit estimates, it was based on literature of testing the model fit (Byrne, 2000, 2006, 2010; Brown, 2011).

6.3 Testing the Model
Prior to modelling of the relationship, the measurement model was evaluated using CFA to confirm the construct structure of the measurement model. Using AMOS 18, Confirmatory Factor Analysis was employed to examine the adequacy of the model and the psychometric properties of the factors influencing academic staff’s assessment practices in Ugandan universities. The results revealed in the testing of the validity of the model using the maximum likelihood estimation specified that the hypothesised model did not adequately fit the data on the initial run with the 50 items loaded onto the four factors; design (14 items), administration (13 items), interpretation (12 items), and application (11 items). The initial measurement model using 50 indicators failed to fit the data adequately, that is, some of the model fit statistics were not substantive; $\chi^2 = 2239.729$, $\chi^2/df = 1.916$, $df = 1169$, $p = .000$, CFI = .847, SRMR = .059, and RMSEA = .054, suggesting a need for revision.

It was observed that some of the loadings of the indicators did not yield good fit. This called for the model to be revised with indicators of low loading (below .50) being removed to improve the fit statistics of the overall model. To improve on the model, six indicators were removed from the factor of administration (Items 19, 44, 5, 28, 9, and 1) and five indicators from the factor of design (Items 32, 34, 35, 17, and 23). Also, both three indicators were dropped from the factors of interpretation (Items 26, 3, and 2) and application (Items 40, 49, and 50). Each time a modification was made, the fit indices were taken note of in the Chi-Square values, CFI, and RMSEA. After the revision of the initial model the results of the overall fit statistics of the improved measurement model were adequate; $\chi^2 = 902.619$, $\chi^2/df = 1.842$, $df = 490$, $p = .000$, CFI = .906, SRMR = .050, and RMSEA = .052 (Figure 4.13). The major fit indices; Comparative Fit Index (CFI) = .906, $p$-value = .000, Root Mean Square Error of Approximation (RMSEA) = .052, and Standardised Root
Mean Residual (SRMR) = .050 were all adequate to confirm that the model was parsimonious (see Figure 1).

![Figure 1: Revised Measurement Model](image)


When the poorly loading indicators were removed the revised measurement model was free from offending estimates and remained with only indicators which had good factor loadings, and were all significant at $p < .001$. Also, the path coefficients were statistically significant at $p < .001$, showing both the significance and practical importance of the model. According to this there was no evidence to reject the revised measurement model.

The measurement model covariance highlighted that the variables in the study yielded optimum correlations. This shows that all the variables which were included in the model contributed to explaining the latent traits in the model. In Figure 1 the path coefficients are also not highly correlated (.45 to .75) which is a confirmation of discriminant validity in the measurement model. After revising the measurement model, the data which was extracted was supported by the measurement adequacy of an AVE of .577. The AVE was greater than the squared correlation (.32) which was also evidence of discriminant validity; to support the evidence of construct validity of the model.

When the dimensions (design, administration, interpretation and application) in the construct were linked to a second order factor (assessment practices), it was found that application contributed .67, administration .56, while both interpretation and design contributed .55 (see Figure 2). The results of the path coefficients in Figure 2 were all significant and had practical importance. The measurement model with path coefficients
also yielded adequate fit statistics; \( \chi^2 = 769.490 \), \( \chi^2/df = 1.567 \), \( df = 491 \); \( p = .000 \); CFI = .937; SRMR = .052, and RMSEA = .043 revealing that it was a parsimonious model (Figure 2).

![Figure 2: Revised Measurement Model with Path Coefficients](image)


In analysis of the results from both the initial and the revised models, the revised model had better fit statistics than the initial model (see Table 4). Analysing results of the Chi-Square, \( p \)-value, robust CFI, RMSEA, and SRMR they indicated that the revised model was better in explaining the factors influencing assessment practices among the academic staff in Ugandan universities than the initial model. Table 7 highlights the results of the initial and revised measurement model fit.

| Table 4: Fit statistics for the Initial and Revised Measurement Models |
|-----------------|--------|--------|-----|-----|------|------|
| Model           | \( \chi^2 \)  | df    | \( \chi^2/df \) | CFI  | RMSEA| SRMR | \( p \) |
| Initial         | 2239.729  | 1169  | 1.916  | .847 | .054 | .059 | .000 |
| Revised         | 902.619   | 490   | 1.842  | .906 | .052 | .050 | .000 |

Note: Acceptable Levels for each Fit Criterion: Chi-Square near 0 with \( p \leq .05 \), CFI \geq .900, RMSEA \leq .080, SRMR \leq .060 (Brown, 2011; Kline, 2006).

After identifying and testing the measurement model, it is revealed that the hypothesised model was fit explain the factors influencing assessment practices among university
academic staff. According to the fit indices of the revised measurement model (Figure 2), the model was adequate in explaining assessment practices. Confirmatory factor analysis has highlighted the relationships between the different variables in the model, and their importance.

7. Discussions and Conclusions

In the findings, it was revealed that the hypothesised model for assessment practices explains the competencies in assessment practices among the academic staff in Ugandan universities. From the results of confirmatory factor analysis, the model was found to have adequate fit. The results of the measurement model suggested that there was an interaction between the variables; design, administration, interpretation, and application in the academic staff’s assessment practices (Byrne, 2010). Testing the assessment practices measurement model using structural equation modelling, the measurement model did not produce good fit statistics on the first run. Some fit statistics were not in the required range, that is, CFI was below .900 which is the threshold (Byrne, 2004, 2006, 2010; Schreiber et al., 2006). But other major fit statistics like the p-value, RMSEA, and SRMR were not worse off. The measurement model did not produce good fit because it also had some indicators which did not have adequate loadings. Once the poorly loading indicators were removed from measurement model, the model produced reasonable data-to-model fit (Byrne, 2010).

After the initial measurement model was revised, the squared multiple correlation coefficients, t-values, factor loadings, and fit indices were all examined to determine whether the measurement model had appropriate fit (Schreiber et al., 2006; Byrne, 2010; Lei & Wu, 2007). From the results generated by the improved model, an appropriate fitting measurement model was defined by the fit indices with the required fit standards. At this stage the hypothesised model was taken to have adequate fit statistics which can define the relationships between the different latent variables of the competencies in assessment practices among academic staff in universities. The model generated regression weight and covariance matrices which were of practical importance, and were statistically significant (Byrne, 2010). In an inspection of the results of the major fit statistics of the revised measurement model like p-value, CFI, RMSEA, and SRMR the model was worthy explaining the assessment practices competencies among university academic staff. This is because the values of all the major fit statistics were within the required range for an adequate measurement model (Schreiber et al., 2006).

It was also observed that all the indicators which remained on the various dimensions loaded appropriately onto their respective latent variables, and even the variables had appropriate correlations (Brown, 2007). The model realising good fit statistics and factor loadings is an indication of a good measurement model (Brown, 2007; Byrne, 2006, 2010). This also means that the hypothesised model is representative in measuring assessment practices competencies among academic staff in universities in Uganda (Lei & Wu, 2007; Schreiber et al., 2006). In an overall analysis of the testing of the
hypothesised model, the variables in the model were found to be related to one another meaning that they formed unity in the model (Byrne, 2010). Also, the measurement model was confirmed to be adequate in explaining competencies in assessment practices among university academic staff. The results of this study have unearthed the factors that influence assessment practices among academic staff in Ugandan universities. From the results obtained several implications of both knowledge and practical importance have been realized in this study. As mentioned earlier, this study was conceptualised from the Ainsworth and Viegut (2006) theory of assessment that had three variables; namely design, interpretation and use. On the other hand, Peterson et al. (1999a) also highlighted that administration of assessment was an important aspect in the assessment practices among academic staff. This study joined the Ainsworth and Viegut (2006) and Peterson et al. (1999a) theories to extend the assessment practices model which has shown potential to contribute to theory. This means that instead of the three variables as proposed by Ainsworth and Viegut (2006), they are now four variables in the assessment practices model, meaning that, another variable has been added to the theory of assessment practices among academic staff. It can be recommended that future researchers would use the new model in their studies and in application of assessment practices knowledge as it has been found to be of both practical and theoretical importance in this study.

The findings of this study have also supported the findings of other studies as put forward by both Ainsworth and Viegut (2006) and Peterson et al. (1999a). The research has highlighted the competencies in assessment practices. The findings of this research support findings of other studies which revealed that assessment practices have four variables which contribute to the academic staff’s assessment practices. These studies found out that assessment practices include; (a) designing assessment tools, (b) gathering of learning evidence about the students, (c) analysing the evidence, reporting and discussing of the results, and (d) identifying improvement area in learning (Sadler, 2009; Gibbs, 2006; Martell & Calderon, 2005; Alexander et al., 2003; Astin et al., 1993). It has been suggested in this research that assessment design is the first stage of the assessment process, followed by administration, interpretation, and then application later. As well, these stages govern the assessment practices of the university staff at the various stages. The findings of this study are also similar to the findings of NIE (2008) in which it was revealed that favourable assessment practices among academic staff should be based on the Design-Implement-Review-Improve (DIRI) process. This means that academic staff with the adequate assessment competencies should be able to design proportionate assessments, administer them, revisit the assessment process, and be able to improve on students’ learning (O’Donovan et al., 2001). This also highlights that the assessment competencies or process is not a single shot element but, it has various components which all the academic staff should possess as basic knowledge in order to undertake proper student assessment.
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